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ABSTRACT 

The rapid increase in online transactions has significantly raised the risk of fraudulent 

activities, leading to substantial financial losses. Traditional fraud detection methods 

often struggle to address the complexity and scale of modern digital fraud. This paper 

explores the application of machine learning techniques, specifically Random Forest 

and Gradient Boosting, to detect fraudulent transactions. Both algorithms are widely 

recognized for their ability to handle large, complex datasets and improve predictive 

accuracy. The study examines how these techniques work, with Random Forest 

focusing on ensemble learning and feature importance, and Gradient Boosting 

employing an iterative, stage-wise approach to correct errors from previous models. 

Key challenges in fraud detection, including class imbalance, data scarcity, the 

evolving nature of fraud, and high-dimensional data, are discussed in depth. The 

paper reviews relevant studies that have utilized machine learning for fraud detection 

in various contexts, including e-commerce and credit card fraud, highlighting the 

strengths and limitations of different approaches. It also examines strategies to 

mitigate challenges, such as resampling techniques and continuous learning. The 

findings emphasize that while machine learning offers significant improvements in 

fraud detection, continuous adaptation is essential to keep pace with evolving fraud 

tactics. By providing a comprehensive overview of machine learning in fraud 

detection, this research contributes valuable insights into enhancing security 

measures for digital transactions and financial systems. 

Keywords Fraud Detection, Machine Learning, Random Forest, Gradient Boosting, Class 

Imbalance 

Introduction 

The exponential growth of online transactions in recent years has been a 
defining feature of the digital age. E-commerce, mobile banking, and digital 
payment systems have flourished, fundamentally reshaping consumer behavior 
and business operations. This transformation, propelled by the increasing global 
connectivity and convenience offered by digital platforms, has significantly 
changed the landscape of financial transactions. However, as the digital world 
expands, so too does the threat of online fraud, a rapidly escalating challenge 
that has spurred increasing concern among both consumers and financial 
institutions alike. 
In recent years, the incidence of online fraud has seen alarming growth, directly 
correlating with the surge in online transactions. During the COVID-19 
pandemic, for instance, the volume of online transactions skyrocketed, but so 
did the prevalence of fraud. According to recent studies, incidents of online fraud 
rose by a staggering 44.21% in the pandemic period, underscoring the 
vulnerabilities introduced by a digital-first economy [1]. This phenomenon is not 
confined to one form of fraud but spans multiple avenues, including credit card 

 

 

Submitted 5 January 2025 

Accepted 3 February 2025 

Published 15 March 2025 

Corresponding author 

Arif Mu'amar Wahid, 

arif@amikompurwokerto.ac.id 

Additional Information and 

Declarations can be found on 

page 112 

 Copyright 

2025 Pratama and Wahid 

Distributed under 

Creative Commons CC-BY 4.0 

https://orcid.org/0000-0003-3957-7424
https://orcid.org/0009-0006-3450-4524
http://www.creativecommons.org/licenses/by/4.0/
http://www.creativecommons.org/licenses/by/4.0/


Journal of Cyber Law 

 

Pratama and Wahid (2025) J. Cyber. Law. 

 

89 

 

 

fraud, identity theft, and phishing scams, all of which are amplified by the ever-
growing digital ecosystem [2]. These statistics not only highlight the growing 
concern but also point to an alarming shift in the nature of financial crimes, which 
have increasingly been conducted through digital means [3]. 
The threat of fraud is not only a consequence of the rise in online transactions 
but also a product of the evolving complexity of digital payment systems. 
Fraudsters continuously adapt to new technologies, exploiting security gaps and 
human vulnerabilities. For instance, the allure of mobile payments—deemed 
one of the most significant innovations in digital finance—has come with its own 
set of risks. Despite their convenience, mobile payment platforms have often 
been criticized for their lack of sufficient security measures, making them prime 
targets for cybercriminals [4]. Moreover, the lack of consumer awareness about 
secure payment practices only exacerbates the risk, leaving many unaware of 
the dangers lurking in seemingly innocuous transactions [5]. The rapid adoption 
of these systems, without a commensurate emphasis on security protocols, 
creates fertile ground for fraudulent activities, as fraudsters exploit weaknesses 
to siphon off funds from unsuspecting users [6]. 
The escalation of online fraud demands proactive intervention. In response to 
this, technological advancements have been brought to the forefront to mitigate 
the risk. Data mining and machine learning algorithms, in particular, have 
emerged as potent tools in fraud detection. By analyzing vast swaths of 
transaction data, these systems can identify unusual patterns that are indicative 
of fraud [7]. Machine learning models such as Random Forest and Gradient 
Boosting have shown great promise in improving the accuracy and timeliness of 
fraud detection, offering a robust approach to preventing financial loss [3], [8]. 
These models, when applied to large datasets, can effectively spot anomalies 
and flag transactions that deviate from typical patterns, enabling real-time 
detection and intervention. 
Moreover, the advent of big data analytics has revolutionized the potential for 
fraud prevention. By processing immense volumes of transaction data, 
algorithms can uncover subtle fraud indicators that might be imperceptible 
through traditional methods. This approach is especially effective in mobile 
payments, where fraudsters exploit the rapid and often unmonitored nature of 
transactions [9]. Big data tools help financial institutions understand transaction 
behavior, ensuring that detection mechanisms are both efficient and scalable in 
the face of growing transaction volumes. 
Yet, despite these advancements, online fraud continues to present significant 
challenges. The integration of cutting-edge fraud detection systems must go 
hand-in-hand with greater public awareness and consumer education. Financial 
institutions must work to demystify security practices, ensuring that users 
understand how to protect themselves against common online threats. 
Furthermore, the continuous development of hybrid strategies that combine 
technological advancements with robust consumer education will be key to 
maintaining trust in the digital financial ecosystem [10], [11]. In this paper, we 
explore the potential of Random Forest and Gradient Boosting algorithms to 
enhance the detection of fraudulent transactions, leveraging transaction data to 
propose an effective solution for combating online fraud. 
The proliferation of online transactions has revolutionized commerce, providing 
consumers with unparalleled convenience, speed, and accessibility. Yet, this 
transformation has brought with it a daunting challenge—an exponential rise in 
fraudulent activities, which has led to substantial financial losses for both 
consumers and businesses alike. The shift from traditional brick-and-mortar 
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transactions to digital platforms has, ironically, created new opportunities for 
cybercriminals to exploit vulnerabilities, making online fraud a persistent and 
increasingly sophisticated threat. 
Several factors contribute to this surge in online fraud. First, the rapid adoption 
of digital payment methods, combined with the expansion of the Internet of 
Things (IoT), has led to a marked increase in transaction volumes. With more 
consumers conducting business online and on mobile platforms, the 
opportunities for fraudsters to engage in illicit activities have multiplied. This is 
evident in the rise of credit card fraud, which continues to be a prevalent form of 
cybercrime. As digital transactions become the norm, fraudsters have adapted, 
leveraging the very technologies designed to streamline financial transactions 
to orchestrate their crimes. A recent study highlights the direct correlation 
between the widespread use of online transaction systems and the escalation 
of fraud risk, with fraud-related losses reaching billions annually [12]. Such 
trends are mirrored in the persistence of online banking fraud, a problem that 
has endured despite significant investments by banks in securing their digital 
platforms [13]. 
The financial ramifications of these fraudulent activities are profound, but they 
represent just the tip of the iceberg. The immediate monetary loss is often 
compounded by far-reaching consequences for victims, including identity theft, 
the compromise of personal data, and significant reputational damage. These 
secondary effects can be even more damaging than the initial financial loss, as 
they erode trust in digital platforms and instill anxiety among consumers about 
the safety of online transactions. Indeed, the pervasive fear of identity theft has 
become a critical concern for many consumers, with studies showing that the 
anxiety surrounding online fraud deters a significant number of potential users 
from engaging in e-commerce altogether [14]. In many cases, consumers are 
reluctant to share sensitive financial information, fearing that their privacy will be 
exploited by malicious entities [15]. This wariness only serves to deepen the 
divide between consumers and the digital economy, posing a challenge for 
businesses looking to capitalize on the shift to online commerce. 
The evolving nature of online fraud tactics presents an additional challenge for 
stakeholders. Fraudulent schemes are becoming increasingly complex, making 
traditional detection methods inadequate. Financial institutions are recognizing 
that they must evolve their fraud detection strategies to keep pace with these 
threats. One of the most promising avenues in this effort is the adoption of 
machine learning and deep learning technologies. These cutting-edge methods 
allow for the real-time analysis of vast datasets, enabling systems to identify 
anomalies and patterns indicative of fraudulent behavior. Through this data-
driven approach, banks and payment providers can respond more swiftly and 
accurately to emerging threats, minimizing the impact of fraud on both 
consumers and businesses [6], [16]. 
Despite the progress made in fraud detection, the issue remains pervasive, 
particularly in the wake of the COVID-19 pandemic. As consumer behavior 
shifted toward online transactions during the global health crisis, the rise in fraud 
incidents paralleled this change [10]. This stark reality underscores the need for 
continuous adaptation of fraud prevention systems, as fraudsters relentlessly 
refine their methods. It also calls for a holistic approach to cybersecurity, wherein 
collaboration between financial institutions, policymakers, and consumers is 
paramount. Only through these collective efforts can the integrity of online 
transaction systems be safeguarded and public trust restored in digital financial 
ecosystems [17], [18]. 
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The primary goal of this study is to develop an effective approach for detecting 
fraudulent transactions using data mining techniques. As digital transactions 
continue to surge globally, so too does the threat of fraud, making timely 
detection a critical component in mitigating financial losses. This research 
explores the use of advanced machine learning algorithms—specifically, 
Random Forest and Gradient Boosting—to analyze transactional data and 
identify potentially fraudulent activities. By leveraging these sophisticated 
models, the study aims to contribute to the broader effort of enhancing fraud 
detection systems, which is crucial in the era of rapid digitalization and 
increasing cyber threats. 
Fraud detection, particularly in online financial systems, has grown from a niche 
concern into a central issue for businesses, governments, and consumers alike. 
The escalating sophistication of cybercriminals, coupled with the widespread 
adoption of digital payment platforms, demands the application of more 
advanced techniques. Data mining, which involves extracting meaningful 
patterns from large datasets, has proven to be an invaluable tool in the fight 
against fraud. The study focuses on how these patterns, once identified, can 
inform the development of more robust and responsive fraud detection systems, 
capable of providing real-time alerts and reducing the economic burden of 
fraudulent transactions. 
The significance of this study lies in its potential to enhance the security and 
integrity of digital financial ecosystems. As digital payments and online 
transactions become ubiquitous, ensuring that these systems are resilient to 
fraud is paramount. Financial institutions, e-commerce platforms, and 
consumers alike face the consequences of fraud, including financial losses, 
identity theft, and a loss of trust in digital services. The importance of robust 
fraud detection systems cannot be overstated, as they not only protect 
individuals and businesses from monetary loss but also maintain the overall 
stability of digital payment infrastructures. 
Fraud detection is a cornerstone of cybersecurity in the financial sector, with 
implications that stretch far beyond mere transaction monitoring. It impacts 
everything from regulatory compliance to customer retention and overall user 
experience. For instance, effective fraud detection instills consumer confidence, 
which in turn drives further adoption of digital payment systems. Conversely, 
failure to detect fraud can lead to a cascade of negative outcomes, including 
reputational damage for financial institutions, legal ramifications, and even 
systemic disruptions in the broader financial ecosystem [3]. Thus, improving 
fraud detection methods through the use of advanced data mining techniques is 
not only a matter of financial prudence but also of maintaining the long-term 
viability and security of digital financial systems. 
This paper narrows its focus to transactional data analysis, specifically 
examining the application of Random Forest and Gradient Boosting algorithms 
in detecting fraudulent transactions. These two algorithms were chosen for their 
proven effectiveness in handling large, complex datasets and their ability to 
discern patterns in noisy, imbalanced data, which is characteristic of fraud 
detection scenarios. Random Forest, an ensemble method based on decision 
trees, is well-suited for capturing non-linear relationships within the data and 
providing robust predictions even in the presence of outliers. Meanwhile, 
Gradient Boosting, particularly in its XGBoost implementation, has become a 
staple in predictive modeling due to its high accuracy and ability to learn from 
the errors of previous models, making it highly effective for fine-tuning fraud 
detection systems. 
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The scope of this study is strictly limited to the transactional data available within 
the dataset, which includes features such as transaction amount, type, account 
balances, and transaction time. These features form the basis of the machine 
learning models, and the research seeks to determine which patterns and 
combinations of these features are most indicative of fraudulent activity. By 
focusing on this transactional data, the study aims to provide actionable insights 
for financial institutions looking to implement or enhance their fraud detection 
systems. Furthermore, while the study focuses on two specific algorithms, the 
broader implications of the research extend to the use of other data mining 
techniques and algorithms in similar contexts, contributing to the ongoing 
dialogue on improving fraud detection in digital financial systems [3], [8]. 

Literature Review 

Overview of Fraud Detection 

Fraud detection in online transactions has undergone a profound transformation 
in recent decades, adapting to the ever-evolving landscape of digital commerce. 
As online transactions increase in frequency and complexity, so too has the 
sophistication of fraudulent activities. Historically, fraud detection relied heavily 
on manual methods, but as digital platforms expanded, automated and data-
driven approaches began to dominate. Today, fraud detection methods are 
categorized into traditional techniques, data-driven approaches, and advanced 
machine learning algorithms. Each of these categories brings its own set of 
advantages and limitations, highlighting the ongoing need for innovation and 
refinement in fraud detection systems. 
Traditional fraud detection methods were largely manual and dependent on 
human oversight. In many cases, fraud was identified through internal audits or 
through tips from employees and customers. A study by [19] reveals that over 
40% of fraud cases were detected through tips, while internal audits were 
responsible for identifying only 15% of cases. This highlights the critical role that 
human involvement has played in detecting fraudulent behavior, particularly in 
industries where personal interaction is a key component of transaction 
verification. For instance, in the healthcare sector, systematic audits have been 
a cornerstone for detecting fraudulent claims, with audits uncovering 
discrepancies and unusual billing patterns that automated systems may have 
missed [20]. 
Despite their historical relevance, traditional methods are increasingly seen as 
inadequate in today’s fast-paced digital environment. The manual nature of 
these techniques limits their ability to handle the sheer volume and speed of 
modern transactions, particularly in sectors like e-commerce and digital 
payments, where transactions are conducted in real time and involve vast 
amounts of data. Moreover, these techniques are often reactive, relying on 
identifying fraud after it has occurred rather than preventing it in real time. This 
lag in detection has led to a paradigm shift toward more proactive, automated 
methods of fraud detection. 
With the rise of digital transactions, fraud detection has become increasingly 
reliant on data-driven approaches, particularly data mining techniques. These 
methods leverage large datasets to identify patterns, trends, and anomalies that 
may signal fraudulent activities. A significant advancement in this area is the 
application of unsupervised anomaly detection algorithms, which have been 
successfully used to detect fraud by analyzing logs and transaction records for 
unusual behaviors [21]. By examining deviations from established norms, such 
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algorithms can flag suspicious transactions that might otherwise go unnoticed. 
Additionally, big data analytics has revolutionized fraud detection by allowing 
systems to process vast amounts of transaction data in real time. This capability 
enables the detection of fraudulent activities at a scale and speed previously 
unimaginable [22]. 
However, while data-driven approaches have significantly enhanced fraud 
detection, they are not without their challenges. One major issue is the 
generation of false positives, where legitimate transactions are mistakenly 
flagged as fraudulent. This problem arises because the models used in anomaly 
detection often rely on predefined patterns or thresholds, which can be easily 
disrupted by new or complex transaction behaviors. As a result, businesses may 
face the dilemma of either allowing fraudulent transactions to slip through the 
cracks or unnecessarily inconveniencing customers by flagging legitimate 
transactions. Balancing sensitivity and specificity remains one of the core 
challenges in refining data-driven fraud detection systems. 
The most significant strides in fraud detection have come from the integration of 
machine learning (ML) algorithms, which offer a more dynamic and adaptive 
approach to identifying fraudulent activities. Algorithms such as decision trees, 
support vector machines (SVM), and neural networks have become central to 
modern fraud detection efforts. Decision trees, for instance, are popular for their 
ability to handle both categorical and continuous data, providing clear decision 
rules for classifying transactions as fraudulent. Meanwhile, SVMs excel in high-
dimensional spaces and can effectively classify transactions by finding the 
optimal boundary between fraudulent and non-fraudulent data points. 
More recently, deep learning models, including convolutional neural networks 
(CNNs), have been applied to fraud detection with considerable success. These 
models, which are adept at processing complex and hierarchical data, have 
shown great promise in uncovering intricate patterns that might be missed by 
traditional methods [23]. For instance, a study by [24] demonstrates the 
effectiveness of a hierarchical behavior-knowledge space model in detecting 
irregular patterns in credit card transactions, offering a nuanced understanding 
of how transaction behavior can signal fraud. By learning from vast amounts of 
data, machine learning models can continuously improve their performance, 
adapting to emerging fraud tactics and enhancing the accuracy of fraud 
detection systems. 
Despite their impressive capabilities, machine learning algorithms come with 
their own set of challenges. The primary issue lies in the inherent complexity of 
these models, which require large amounts of high-quality data for training. 
Furthermore, machine learning models are not immune to adversarial 
manipulation—fraudsters may eventually learn to evade detection by exploiting 
weaknesses in the algorithms. Thus, fraud detection systems must remain 
flexible and continuously updated to address new and evolving threats [25]. 

Data Mining in Fraud Detection 

The application of data mining algorithms has become indispensable in the 
ongoing battle against fraudulent activities, particularly in the realm of online 
transactions. As the volume of data grows exponentially, traditional methods 
struggle to keep pace, making data-driven solutions not only more efficient but 
essential. Among the myriad of data mining techniques, Random Forest and 
Gradient Boosting have emerged as two of the most powerful algorithms, largely 
due to their capacity to handle complex, high-dimensional data and improve 
detection accuracy. These algorithms have transformed fraud detection from a 
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reactive process to a dynamic, predictive one, capable of identifying suspicious 
transactions in real time. 
Random Forest, an ensemble learning method, has garnered significant 
attention for its robust performance in fraud detection tasks. By constructing 
multiple decision trees during training, the algorithm outputs the mode of their 
predictions to classify data points. Its ability to handle large datasets, manage 
high-dimensional features, and mitigate overfitting makes it a prime candidate 
for fraud detection. In fact, a comparative study by [26] demonstrated that 
Random Forest outperforms traditional methods such as logistic regression in 
detecting credit card fraud, achieving superior accuracy and recall rates. The 
algorithm’s robustness lies in its ensemble approach, which averages out the 
biases of individual decision trees, thus leading to more reliable predictions. 
Gradient Boosting, and its implementation XGBoost, represents another 
significant advancement in fraud detection algorithms. Unlike Random Forest, 
which builds multiple trees in parallel, Gradient Boosting constructs models 
sequentially, with each new model aimed at correcting the errors of its 
predecessor. This iterative approach allows Gradient Boosting to fine-tune its 
predictions, yielding high accuracy in identifying fraudulent activities. XGBoost, 
in particular, has garnered widespread recognition in the machine learning 
community for its efficiency and predictive power, especially in imbalanced 
datasets [3].  
Both Random Forest and Gradient Boosting have demonstrated significant 
success in various domains of fraud detection. While their initial applications 
were in credit card fraud detection, their use has extended into a variety of 
financial services. [27] stress the importance of employing such data mining 
techniques in the banking sector, particularly in managing the complexities of 
imbalanced datasets and the high cost of false negatives. By automating the 
process of identifying fraudulent transactions, these algorithms not only improve 
efficiency but also reduce the likelihood of human error. 

Random Forest 

Random Forest is an ensemble learning algorithm widely recognized for its 
powerful classification capabilities, especially in contexts such as fraud 
detection, where accuracy is paramount. It operates by constructing a large 
number of decision trees during the training process and outputs the mode of 
their predictions for classification tasks. The strength of this method lies in its 
ability to aggregate the predictions of multiple trees, reducing the overfitting 
tendencies commonly associated with individual decision trees. The result is a 
robust model that generalizes well to unseen data, making it particularly well-
suited for detecting fraudulent activities in online transactions. 
One of the key components of Random Forest is bagging, short for bootstrap 
aggregation, which involves creating multiple subsets of the training data 
through random sampling with replacement. Each subset is then used to train a 
separate decision tree. The aggregation of multiple trees helps to reduce 
variance and improves the model's generalization capabilities. This technique is 
particularly important when working with highly variable data, such as 
transaction records in fraud detection, where the patterns of fraud may be subtle 
and varied. 
In addition to the randomness introduced by bagging, Random Forest 
incorporates feature randomness. When splitting a node in a decision tree, only 
a random subset of features is considered, rather than evaluating all features. 
This deliberate feature randomness decorrelates the trees, ensuring that the 
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trees in the forest are not highly correlated, which improves the overall 
performance of the model. By diversifying the decision-making process in each 
tree, Random Forest enhances the model’s ability to detect nuanced patterns in 
the data, such as fraudulent transaction behaviors, that might otherwise be 
overshadowed by dominant features. 
Once all the trees have been trained, Random Forest aggregates their 
predictions through a voting mechanism. For classification tasks, this means 
that the final prediction is determined by the majority vote of all trees. This 
ensemble approach tends to yield more reliable results than individual decision 
trees, as it reduces the impact of noise and outliers in the data. The aggregated 
decision process also smoothens the effect of anomalies, ensuring that 
fraudulent transactions, even if they deviate significantly from typical patterns, 
are more likely to be identified. 
At the heart of Random Forest’s decision trees is the concept of entropy, a 
measure of uncertainty or impurity in a dataset. Entropy quantifies the disorder 
in the data, with higher entropy indicating more randomness and lower 
predictability. The goal when building a decision tree is to reduce entropy with 
each split, thereby organizing the data into more homogeneous subsets. The 
formula for entropy \(H(S)\) for a binary classification problem is: 

𝐻(𝑆) = −𝑝1 log2(𝑝1) − 𝑝2 log2(𝑝2) 
Where: 
- \(p_1\) is the proportion of instances in class 1, 
- \(p_2\) is the proportion of instances in class 2. 
 
In the context of a decision tree, each feature is evaluated based on how much 
it can reduce entropy. The information gain (\(IG\)) from a particular feature \(A\) 
is calculated as the difference between the entropy of the dataset before the 
split and the weighted sum of the entropies of the subsets after the split: 
 

𝐼𝐺(𝑆, 𝐴) = 𝐻(𝑆) − ∑
|𝑆𝑣|

|𝑆|
𝑣∈𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)

𝐻(𝑆𝑣) 

Where: 
- \(H(S)\) is the entropy of the original set, 
- \(S_v\) is the subset of instances for which attribute \(A\) has value \(v\), 
- \(|S_v|\) is the number of instances in subset \(S_v\), 
- \(|S|\) is the total number of instances in the original set. 
 
The feature that provides the highest information gain is selected for the split, 
as it leads to the greatest reduction in uncertainty about the target variable. This 
approach ensures that the decision tree is structured in a way that maximizes 
the clarity of the predictions. 
Random Forest’s ability to handle large datasets with numerous features makes 
it an ideal candidate for fraud detection, where datasets often contain a mix of 
numerical and categorical features, and fraudulent behavior can be complex and 
subtle. In the context of financial transactions, Random Forest has been shown 
to perform exceptionally well in distinguishing between legitimate and fraudulent 
activities. The model's capacity to process high-dimensional data and identify 
key patterns without overfitting to noise is particularly valuable in fraud detection 
scenarios, where the presence of fraudulent transactions is rare, and detecting 
them amidst a sea of legitimate transactions is challenging [28], [29]. 
Moreover, Random Forest provides insights into the relative importance of 
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various features, which can help financial institutions understand the factors 
contributing most significantly to fraud. This interpretability is crucial in the 
financial sector, where transparency in decision-making is essential for 
regulatory compliance and trust. The algorithm’s feature importance ranking can 
reveal which transaction attributes—such as transaction amount, time, or 
location—are most indicative of fraud, allowing institutions to refine their fraud 
detection systems further. 
However, while Random Forest has demonstrated its utility in fraud detection, it 
is not without limitations. Like all machine learning algorithms, its performance 
depends on the quality and quantity of data, and in cases of extreme class 
imbalance (e.g., fraudulent transactions being a small fraction of total 
transactions), additional techniques such as SMOTE (Synthetic Minority Over-
sampling Technique) may be needed to ensure optimal performance. Despite 
these challenges, Random Forest remains a cornerstone of fraud detection due 
to its robustness, versatility, and ability to provide actionable insights into the 
detection process. 

Gradient Boosting 

Gradient Boosting has emerged as one of the most powerful and widely used 
machine learning techniques, renowned for its effectiveness in both regression 
and classification tasks. Its capacity to improve predictive accuracy, especially 
in complex datasets, has made it a go-to choice for applications ranging from 
fraud detection to customer churn prediction. The strength of Gradient Boosting 
lies in its iterative, stage-wise approach, where it builds a predictive model by 
sequentially combining the outputs of multiple base learners, typically decision 
trees. Each subsequent model in the sequence focuses on correcting the errors 
of the previous one, making it particularly adept at refining predictions and 
handling subtle patterns in data. 
At its core, Gradient Boosting seeks to minimize a specified loss function \(L(y, 
F(x))\), where \(y\) represents the true output, \(F(x)\) is the predicted output from 
the model, and \(x\) represents the input features. The process is inherently 
iterative, with the goal of refining the model step by step, focusing on areas 
where previous models have underperformed.  
At the heart of Gradient Boosting lies gradient descent optimization, a method 
for minimizing the loss function by adjusting the model parameters in the 
direction of the negative gradient. In the context of Gradient Boosting, the 
parameters being optimized are the weights of the decision trees added during 
each iteration. The formula for gradient descent is as follows: 

θ𝑡+1 = θ𝑡 − η∇𝐿(θ𝑡) 
Where: 
- \(\theta_t\) represents the model parameters at iteration \(t\), 
- \(\eta\) is the learning rate, controlling the size of each step, 
- \(\nabla L(\theta_t)\) is the gradient of the loss function with respect to the 
model parameters. 
 
In Gradient Boosting, the gradient is calculated for the pseudo-residuals at each 
step, guiding the updates to the decision trees’ weights. This process of 
iteratively adjusting the model parameters based on the gradient ensures that 
the model converges toward the optimal solution, reducing the error 
progressively. The gradient descent approach allows the algorithm to fine-tune 
its parameters, improving its ability to detect fraudulent behavior in datasets with 
many variables and complex relationships. 
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Gradient Boosting, particularly in its advanced implementations such as 
XGBoost andLightGBM, has become a mainstay in machine learning 
competitions and real-world applications. These implementations offer even 
greater speed, scalability, and performance, making Gradient Boosting a 
versatile tool for a wide range of predictive modeling tasks. For example, 
XGBoost has been used extensively in financial fraud detection, where its ability 
to handle imbalanced datasets and deliver high prediction accuracy is critical 
[30]. The algorithm’s performance in the Kaggle competition environment 
speaks to its robustness, where it routinely outperforms other models across 
various datasets, including those with missing values, skewed distributions, and 
non-linear relationships [31]. 
Beyond its raw predictive power, Gradient Boosting offers significant 
interpretability. It can provide feature importance scores, allowing data scientists 
and financial analysts to gain insights into which features most contribute to the 
identification of fraudulent activities. This transparency is essential in fields like 
fraud detection, where understanding the underlying reasons for model 
predictions can lead to better decision-making and regulatory compliance. 
Despite its advantages, Gradient Boosting requires careful tuning of 
hyperparameters to avoid overfitting, particularly in complex datasets where the 
model may overfit noise rather than learn meaningful patterns. Additionally, the 
computational complexity of Gradient Boosting can be a limitation when dealing 
with massive datasets, requiring optimized implementations likeLightGBM that 
are designed to handle large-scale problems efficiently. 

Existing Challenges 

Detecting fraudulent transactions remains one of the most formidable 
challenges in the realm of machine learning, particularly due to the unique and 
complex characteristics of the datasets involved. The intrinsic nature of 
transaction data, coupled with the continuously evolving tactics of fraudsters, 
creates a landscape fraught with difficulties. One of the most critical issues in 
fraud detection is theclass imbalance that characterizes most datasets. In fraud 
detection scenarios, the number of legitimate transactions far outpaces the 
number of fraudulent ones, leading to a skewed distribution that complicates 
model training and hinders accurate prediction of fraudulent activity. 
The most pressing challenge in fraud detection lies in theclass imbalance 
problem. As [32] note, fraudulent transactions constitute only a tiny fraction of 
the total transaction dataset, creating a severe imbalance between the 
legitimate and fraudulent classes. This disproportionate distribution presents a 
significant challenge for machine learning models, as the algorithm tends to be 
biased towards the majority class—the legitimate transactions—leading to an 
overwhelming number of false negatives. In other words, the model may 
incorrectly classify fraudulent transactions as legitimate, severely undermining 
its ability to detect fraud. The scarcity of fraudulent examples further 
exacerbates the issue, as there may not be enough diverse instances of fraud 
for the model to learn from, resulting in ineffective or inaccurate predictions [33]. 
Another significant hurdle is the scarcity of labeled data. For fraud detection 
models to train effectively, they require enough labeled instances—examples of 
both legitimate and fraudulent transactions. However, obtaining such labeled 
data is often challenging, as it is difficult for organizations to obtain or annotate 
enough fraudulent examples. As [34] points out, fraud detection systems are 
frequently limited by the sheer lack of labeled fraud data, which restricts the 
ability to train robust classifiers. This scarcity not only intensifies the class 
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imbalance problem but also limits the generalizability of the model. Without a 
representative sample of fraudulent activities, the model may fail to recognize 
emerging fraud tactics or subtle variations in fraudulent behavior. 
Fraud detection models face the constant challenge of concept drift, where 
fraudulent tactics evolve over time. As fraudsters adapt to the detection systems 
in place, they modify their approaches to circumvent detection, which is a form 
of dynamic change in the underlying distribution of the data. This phenomenon 
makes fraud detection a moving target. As [35] observe, models trained on 
historical data may become outdated if they are not continuously updated to 
account for new fraud patterns. Concept drift forces models to be more 
adaptable, requiring constant retraining and fine-tuning to maintain their 
relevance in detecting new fraud tactics. This adds an additional layer of 
complexity to fraud detection systems, which must not only be accurate but also 
agile in responding to the evolving nature of fraud. 
Fraud detection datasets often contain high-dimensional data, with numerous 
features that describe various aspects of a transaction. While having a rich set 
of features can improve the model's ability to detect subtle patterns, it also 
introduces the challenge of the curse of dimensionality. As [36] explain, as the 
number of features increases, the data space expands exponentially, and the 
density of data points becomes sparse. This sparsity hampers the model's ability 
to learn meaningful patterns and increases the likelihood of overfitting, 
especially in high-dimensional spaces where the model may become too 
specialized to the training data. This issue is particularly pertinent in fraud 
detection, where the relationship between features and fraud is often intricate 
and not easily captured in high-dimensional spaces. 
The complexity of fraudulent patterns further complicates the task of detection. 
Fraudulent transactions do not follow simple, linear patterns and often involve 
sophisticated, subtle behaviors that can be challenging for traditional machine 
learning algorithms to identify. As [37] highlight, fraudulent behavior can 
manifest in multiple ways, from small, seemingly innocuous changes in 
transaction patterns to more elaborate schemes that span multiple stages. 
Simple models may fail to capture these complexities, leading to insufficient 
detection performance. For instance, fraudsters may mimic legitimate patterns 
to avoid detection, requiring models that can identify subtle deviations from 
expected behaviors. This intricacy demands the use of more advanced 
algorithms, capable of detecting nuanced anomalies that may otherwise go 
unnoticed. 
In imbalanced datasets, relying on standard evaluation metrics such as 
accuracy can be misleading. A model that predicts every transaction as 
legitimate might still achieve high accuracy simply due to the overwhelming 
number of legitimate transactions. However, this model would fail to detect any 
fraudulent behavior, rendering it ineffective for fraud detection purposes. As [38] 
and [39] argue, evaluation metrics such as precision, recall, F1-score, and the 
area under the ROC curve (AUC-ROC) provide a more accurate picture of a 
model's performance in imbalanced settings. These metrics emphasize the 
model’s ability to correctly identify fraudulent transactions, which is paramount 
in fraud detection, where false positives and false negatives have significantly 
different implications. 

Relevant Studies 

The growing integration of machine learning (ML) algorithms in fraud detection 
has transformed the way businesses and financial institutions identify and 
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mitigate fraudulent activity. From e-commerce to credit card fraud and financial 
statement manipulation, various studies have explored the potential of machine 
learning to enhance detection capabilities across different domains. These 
studies not only demonstrate the versatility of machine learning but also 
highlight its ability to overcome traditional fraud detection system limitations, 
such as speed, efficiency, and accuracy. Below is a summary of some of the 
most relevant studies that have utilized machine learning for fraud detection in 
various contexts. 
[40] study explores the use of the Hidden Markov Model (HMM) for fraud 
detection in e-commerce and face-to-face transactions. By incorporating HMM-
based features, the study found that machine learning approaches 
outperformed traditional fraud detection systems, particularly in terms of 
efficiency and detection accuracy. This highlights the growing importance of 
machine learning in improving the precision of fraud detection systems, which 
have historically struggled with identifying complex patterns in transaction data. 
The ability of machine learning to adapt to different transaction types further 
underlines its potential in a rapidly evolving e-commerce landscape. 
In the realm of financial transactions, [41] compared the performance of Logistic 
Regression and Random Forest algorithms for credit card fraud detection. Their 
findings revealed that Random Forest achieved an impressive accuracy rate of 
98.8%, making it a highly effective algorithm for distinguishing between 
fraudulent and legitimate credit card transactions. This study emphasizes the 
efficacy of machine learning algorithms, particularly Random Forest, in handling 
large datasets, a critical component in credit card fraud detection, where the 
volume of transactions is immense. By improving detection rates, these 
algorithms can play a pivotal role in reducing financial losses due to fraud. 
A major challenge in fraud detection is theclass imbalance issue, where 
fraudulent transactions represent only a small fraction of total transactions. [42] 
tackled this challenge by using the Synthetic Minority Oversampling Technique 
(SMOTE) to balance the dataset. By combining SMOTE with machine learning 
classifiers like Decision Trees and Random Forest, they demonstrated improved 
classification outcomes, particularly in e-commerce fraud detection. This 
highlights the importance of addressing class imbalance to enhance the 
effectiveness of machine learning models. Techniques such as SMOTE can 
help ensure that the model is exposed to a more balanced view of fraudulent 
behavior, ultimately leading to better detection capabilities. 
[43] conducted an empirical analysis of machine learning models in various 
financial fraud detection scenarios. The study demonstrated that algorithms, 
including those based onconvolutional neural networks (CNNs), significantly 
improved fraud detection performance. The adaptability of machine learning to 
different types of financial fraud—from credit card fraud to loan fraud—illustrates 
the wide-ranging applications of these techniques. CNNs, often used for image 
recognition tasks, have proven effective in detecting fraud by identifying patterns 
and anomalies in transaction data, underscoring the growing interest in 
leveraging deep learning models for fraud detection. 
Data mining techniques, coupled with machine learning, have also proven 
effective in fraud detection. [44] explored how these approaches were applied 
in Malaysian financial institutions, focusing on the adaptive nature of machine 
learning. The study emphasizes that as machine learning models learn from 
data, they improve over time, offering dynamic solutions for fraud detection. This 
adaptability is crucial in a domain where fraud tactics evolve rapidly, and static 
systems may no longer suffice. 
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[45] examined the role of machine learning in risk management and fraud 
detection in financial institutions. The study highlights the advanced capabilities 
of machine learning algorithms in identifying and mitigating risks associated with 
fraudulent activities. By automating the detection process, these algorithms not 
only increase efficiency but also reduce the likelihood of human error, ensuring 
that financial institutions can respond quickly to emerging fraud threats. The 
impact of machine learning on improving risk management systems illustrates 
its broader potential in financial security. 
Financial statement fraud is another area where machine learning has made 
inroads. [46] explored the use of machine learning techniques to detect various 
forms of financial statement fraud. While the study underscores the need for 
more research in this area, it highlights the promise of machine learning in 
identifying fraudulent behavior that might otherwise be obscured by complex 
accounting practices. This area of study remains underexplored, but as machine 
learning continues to advance, it could provide crucial insights into financial 
fraud detection at a higher level of complexity. 
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Method 

The research method involves meticulously designed steps for thorough 
analysis. Figure 1 outlines the comprehensive steps. 

 

Figure 1 Research Method Flowchart 

 

Data Preprocessing 

Effective data preprocessing is a cornerstone of any successful machine 
learning model, especially in fraud detection, where the data often contains 
inconsistencies and irregularities that can hinder the learning process. The 
quality and structure of the dataset directly impact the model’s performance, 
making data preprocessing a critical first step. This section outlines the key 
preprocessing steps undertaken in this study, focusing on data cleaning, 
handling missing values, and encoding features to ensure the dataset is in the 
optimal form for model training. 

Data cleaning is the first and most vital step in preparing the dataset for machine 
learning. Raw transaction data often contain anomalies, such as missing values, 
duplicate entries, and negative balances, all of which must be addressed to 
ensure the integrity of the dataset. For instance, any missing values in numerical 
columns—such as transaction amounts or balances—are handled by either 
imputing reasonable values based on the data distribution or removing the 
entries entirely if their absence would significantly impact the model’s 
performance. In this study, we use a conservative approach to ensure that no 
invalid data points are included in the analysis. Additionally, duplicate 
transactions, which may arise from data entry errors or system glitches, are 
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eliminated to prevent them from skewing the model's learning process. This is 
achieved through the `drop_duplicates()` function in Python's pandas library, 
which ensures that only unique data points are retained. 

Another critical aspect of data cleaning involves ensuring that the transaction 
balances, such as the original and destination account balances, do not contain 
negative values, which are not realistic in the context of this study. These 
columns—namely `oldbalanceOrg`, `newbalanceOrig`, `oldbalanceDest`, and 
`newbalanceDest`—are corrected by applying a lower bound using the `clip()` 
function. This ensures that all balance-related values are non-negative, thus 
maintaining data consistency (e.g., negative balances in transaction records 
would be erroneous). 

Feature encoding is a crucial step in transforming categorical variables into 
numerical formats that machine learning models can process effectively. In this 
study, categorical features, such as transaction types and customer identifiers, 
require careful transformation. For example, the ‘type’ feature, which indicates 
the type of transaction (e.g., `PAYMENT`, `CASH_OUT`), is encoded using 
one-hot encoding. This method creates new binary columns for each category 
in the original feature, with a value of ̀ 1` indicating the presence of that category 
in a transaction and `0` otherwise. Using pandas' `get_dummies()` function, we 
generate dummy variables for the 'type' feature, effectively converting it into a 
set of binary variables representing the different transaction types. 

Additionally, we address potential complexities associated with customer 
identifiers such as `nameOrig` and `nameDest`, which are strings that cannot 
be directly used by machine learning models. To encode these categorical 
variables, we extract their prefixes (e.g., the first character) and create new 
binary features, `origType` and `destType`, which indicate the type of the 
customer (e.g., individual or business) based on the initial character of their IDs. 
This transformation reduces the dimensionality of the data and ensures that the 
model can process these identifiers meaningfully. 

To further enrich the dataset, new features are created to capture additional 
insights that may be predictive of fraudulent behavior. For example, a new 
feature called `amount_orig_balance_ratio` is introduced, which represents the 
ratio of the transaction amount to the original balance of the originating account. 
This feature provides valuable information regarding the relative size of the 
transaction in comparison to the account balance, which can be a key indicator 
of suspicious activity. A small ratio may suggest a legitimate transaction, while 
a large ratio could signal an outlier or potential fraud, especially in the context 
of accounts with low balances. 

Furthermore, binary features are introduced to flag accounts with zero balances, 
which can be indicative of fraudulent activity. These features, 
`isZeroBalanceOrig` and `isZeroBalanceDest`, are created by checking 
whether the balance for the originating or destination account is zero. If either 
balance is zero, a binary flag is set to `1`; otherwise, it remains `0`. These 
features help the model identify transactions involving accounts that may not be 
functioning normally, potentially signaling fraudulent activity. 

Lastly, after transforming and creating the necessary features, irrelevant or 
redundant columns are removed from the dataset. For instance, the original 
customer identifiers (`nameOrig` and `nameDest`) are dropped, as their 
encoded counterparts have already been created and are more informative for 
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modeling purposes. This reduces the complexity of the dataset, improving 
model training efficiency without sacrificing predictive power. 

Exploratory Data Analysis (EDA) 

EDA serves as a crucial step in understanding the structure and relationships 
within the data before applying any machine learning models. In the context of 
fraud detection, EDA helps identify key features, uncover patterns, and visualize 
potential correlations that might indicate fraudulent activity. This process not 
only provides insight into the dataset but also informs the feature engineering 
and model selection steps that follow. The following sections outline the key 
components of EDA performed in this study, focusing on the visualization of 
distributions, correlations, and patterns within the dataset. 

To gain a deeper understanding of the distribution and characteristics of the 
data, several key features were visualized using various plots. One of the most 
important features in fraud detection is the transaction amount, as large or 
unusual transactions may signal fraud. The distribution of transaction amounts 
is highly skewed, with most transactions being relatively small compared to the 
few large transactions. To address this skewness, a logarithmic scale was 
applied to the x-axis, which normalizes the scale and makes the distribution 
more interpretable. A histogram was generated to show the frequency of 
transaction amounts, revealing that while small amounts dominate, there are a 
few transactions with significantly larger amounts, which could potentially 
indicate fraudulent activity. This observation aligns with previous studies where 
fraudsters often engage in large, anomalous transactions that stand out in an 
otherwise regular dataset [10]. 

Another crucial feature to examine is the transaction type, as different types of 
transactions may exhibit distinct patterns of fraudulent behavior. The dataset 
includes several transaction types, such as `CASH_IN`, `CASH_OUT`, 
`DEBIT`, `PAYMENT`, and `TRANSFER`. A bar plot was used to display the 
frequency of each transaction type. This visualization shows that `CASH_OUT` 
and `TRANSFER` are the most common types, followed by `PAYMENT` and 
`CASH_IN`. Interestingly, fraud may be more prevalent in specific transaction 
types, as fraudsters often target methods that allow for quick movement of funds 
[22]. By visualizing the distribution of transaction types, we gain valuable 
insights into which transaction methods are most common and potentially more 
prone to fraudulent activity. 

A further exploration of the relationship between transaction type and amount 
was done through abox plot. This plot displays the distribution of transaction 
amounts for each type, helping to identify any significant differences between 
them. The box plot reveals that certain transaction types, such as ̀ CASH_OUT`, 
tend to have higher transaction amounts, while others like `CASH_IN` and 
`TRANSFER` are more concentrated around lower amounts. This suggests that 
fraud may be more likely in transaction types that involve larger amounts, which 
may attract attention due to their potential for higher financial gain. 
Understanding this relationship helps to focus fraud detection efforts on 
transaction types that are more susceptible to manipulation. 

The final step in the EDA process involves understanding the relationships 
between different numerical features through correlation analysis. A correlation 
matrix was generated to explore how features like `step`, `amount`, 
`oldbalanceOrg`, `newbalanceOrig`, and the newly created feature 
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`amount_orig_balance_ratio` are interrelated. The correlation heatmap 
revealed several interesting patterns. For example, `amount` and 
`oldbalanceOrg` are strongly correlated, as one might expect—the larger the 
original balance, the larger the transaction amount. Additionally, 
`amount_orig_balance_ratio` shows a moderate correlation with the transaction 
amount, reinforcing the idea that the relative size of a transaction compared to 
the balance is an important feature in detecting fraudulent activity. Interestingly, 
`isFraud` exhibited weak correlations with the numerical features, suggesting 
that fraud detection is more complex than simple linear relationships and may 
require more sophisticated modeling techniques to capture the nuanced 
patterns indicative of fraud. 

The heatmap also highlights the need for caution in interpreting these 
correlations. While strong correlations may provide useful insights into which 
features are most informative, they also indicate the need for careful feature 
selection to avoid multicollinearity in the machine learning models. By 
examining these relationships, we identify the key features that contribute most 
significantly to detecting fraudulent transactions, setting the stage for the feature 
engineering process that follows. 

Data Splitting 

Before diving into the complexities of algorithm implementation, it is essential to 
properly split the dataset into training and testing subsets to ensure that the 
model generalizes well and does not overfit to the data it has seen during 
training. In this study, we apply an80/20 split, where 80% of the data is used for 
training the model, and the remaining 20% is reserved for testing. This division 
allows the model to learn from a substantial portion of the data while leaving a 
separate, unbiased set of data to evaluate the model's performance. 
Additionally, the stratify parameter is used during the split to ensure that the 
distribution of the target variable (`isFraud`) is preserved in both the training and 
testing sets. This is particularly important in fraud detection, where the class 
imbalance between legitimate and fraudulent transactions could otherwise 
distort the learning process. 

Model Implementation 

In this study, we evaluate two of the most powerful machine learning 
algorithms—Random Forest and Gradient Boosting—both of which have 
demonstrated effectiveness in fraud detection tasks across various domains. 

Random Forest is an ensemble learning method that constructs multiple 
decision trees during training, with each tree providing an independent 
prediction. The model then aggregates these predictions to make a final 
decision, typically by majority vote for classification tasks. This ensemble 
approach significantly reduces the risk of overfitting, a common issue with single 
decision trees, by averaging out the errors across multiple trees. For this study, 
we configure the Random Forest model to use 100 trees, and we set the 
`random_state` to ensure reproducibility. The algorithm’s feature importance 
functionality is also utilized to provide insight into which features contribute most 
to identifying fraudulent transactions. 

In practice, Random Forest is particularly effective at handling high-dimensional 
datasets with numerous features, such as the transaction data in fraud 
detection. Its ability to process various types of features—both numerical and 
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categorical—without requiring significant preprocessing further enhances its 
utility. As shown by several studies [28]. Random Forest is adept at identifying 
patterns in complex data, making it a robust choice for fraud detection. 

Gradient Boosting is another ensemble method, but unlike Random Forest, it 
builds models sequentially. In each iteration, the algorithm trains a new model 
that corrects the errors made by the previous model. The focus is on minimizing 
a specified loss function through an additive process. In this study, we use 
Gradient Boosting Classifier with 100 estimators, a standard configuration that 
balances model complexity with performance.  

One of the significant advantages of Gradient Boosting over other models, 
including Random Forest, is its ability to learn complex patterns in the data by 
iteratively improving on mistakes. Gradient Boosting excels in capturing on-
linear relationships between features, which is particularly valuable in fraud 
detection, where fraudulent behaviors often exhibit intricate, non-linear patterns 
[43]. Furthermore, Gradient Boosting has the ability to handle class imbalance 
through its regularization techniques, which makes it particularly useful in 
scenarios like fraud detection, where fraudulent transactions make up a small 
fraction of the total dataset. 

Evaluation Metrics 

To assess the effectiveness of both models, we employ several evaluation 
metrics that are more appropriate for imbalanced datasets than traditional 
accuracy. The use of Accuracy alone in fraud detection can be misleading, as 
a model predicting the majority class (legitimate transactions) could still achieve 
high accuracy without detecting any fraud. Instead, we focus on Precision 
,Recall, F1-Score, and ROC-AUC—metrics that better capture the model's 
ability to correctly identify fraudulent transactions. 

Precision evaluates the proportion of correctly identified fraudulent transactions 
out of all transactions predicted as fraudulent. Recall assesses the proportion 
of fraudulent transactions that the model correctly identifies, highlighting the 
model's sensitivity to fraud. F1-Score provides a harmonic mean of Precision 
and Recall, offering a balanced measure when both false positives and false 
negatives are important. ROC-AUC evaluates the model's ability to discriminate 
between legitimate and fraudulent transactions across all classification 
thresholds, providing an aggregate measure of performance. These metrics 
offer a comprehensive view of model performance, especially when considering 
the impact of false positives and false negatives in fraud detection. The 
classification report provides detailed insights into these metrics for both the 
Random Forest and Gradient Boosting models. 

Upon training both models, we examine their performance using the test 
dataset. The classification report generated for each model reveals key 
performance indicators like Precision, Recall, and F1-Score for each class. The 
Random Forest model demonstrates its strengths in handling a high-
dimensional dataset, achieving solid accuracy in both Precision and Recall. 
However, the Gradient Boosting model, with its iterative approach, outperforms 
Random Forest in terms of both Precision and Recall, indicating its superior 
ability to detect fraudulent transactions without being biased toward the majority 
class (legitimate transactions). Finally, ROC-AUC curves are plotted to provide 
a visual representation of each model's ability to distinguish between fraudulent 
and legitimate transactions. The Gradient Boosting model consistently achieves 



Journal of Cyber Law 

 

Pratama and Wahid (2025) J. Cyber. Law. 

 

106 

 

 

a higher AUC than Random Forest, further solidifying its position as the more 
effective model in terms of overall classification ability. 

Result and Discussion 

Model Performance 

The performance of the Random Forest and Gradient Boosting models is 
assessed using several evaluation metrics that are particularly important for 
imbalanced datasets. Both models were trained on the transaction data and 
then evaluated on the testing dataset, which consisted of 20% of the original 
data. Below is a summary of the results from the classification report and 
confusion matrices, followed by a discussion of their performance. 

The Random Forest model demonstrates exceptional performance in identifying 
both fraudulent (class 1) and non-fraudulent (class 0) transactions. The 
confusion matrix for Random Forest shows that out of the 20,547 test instances, 
it correctly classifies 20,523 legitimate transactions and 24 fraudulent 
transactions. The precision, recall, andF1-score for the legitimate transactions 
(class 0) are all perfect, indicating that the model is highly accurate in identifying 
non-fraudulent transactions. However, it achieves slightly lower recall for 
fraudulent transactions (class 1), with a precision of 0.96 and a recall of 0.92. 
This suggests that while the model is good at identifying fraudulent transactions, 
it may still miss a few, which is expected given the imbalance in the dataset. 
TheF1-score for class 1 is 0.94, which strikes a balance between precision and 
recall, indicating that the Random Forest model performs well overall in 
detecting fraud. 

The macro average and weighted average F1-scores further emphasize the 
model's effectiveness. The macro average F1-score of 0.97 shows that, on 
average, the model performs well across both classes, while the weighted 
average F1-score of 1.00 highlights the model's overall robustness in classifying 
legitimate transactions correctly. 

The Gradient Boosting model produces very similar results to the Random 
Forest model. With a precision of 0.96 and recall of 0.92 for fraudulent 
transactions, Gradient Boosting performs nearly identically to Random Forest 
in terms of correctly identifying fraudulent transactions. Like Random Forest, it 
achieves perfect accuracy for legitimate transactions (class 0). TheF1-score for 
class 1 in Gradient Boosting is 0.94, indicating that the model is similarly 
effective at detecting fraudulent transactions. As in Random Forest, the macro 
average and weighted average scores are high, with a macro average F1-score 
of 0.97 and a weighted average F1-score of 1.00, underscoring its overall 
efficacy. 

Both models show near-identical performance in terms of detection accuracy, 
demonstrating their strength in identifying legitimate and fraudulent transactions 
with high precision and recall. This suggests that, for this dataset, both Random 
Forest and Gradient Boosting are highly effective for fraud detection tasks. 

While the Random Forest and Gradient Boosting models achieve nearly 
identical results across all metrics, subtle differences exist in their feature 
importance and training processes. The Random Forest model uses ensemble 
learning to aggregate the results of multiple decision trees, and it is known for 
being more robust to overfitting compared to individual decision trees. Gradient 
Boosting, on the other hand, builds models sequentially, where each model 
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attempts to correct the errors of its predecessor. This iterative process can 
sometimes lead to better performance, particularly in cases where the data 
contains complex, non-linear patterns. 

The feature importance ranking for the Random Forest model reveals that the 
most important feature for predicting fraudulent transactions is 
theamount_orig_balance_ratio, which accounts for nearly 45% of the model's 
decision-making. This feature is crucial because it measures the relative size of 
a transaction in relation to the originating balance, which is often an important 
indicator of fraud. Other important features include thenewbalanceOrig and 
newbalanceDest (which indicate the balance before and after the transaction), 
both of which are critical in detecting anomalies. Amount and oldbalanceOrg 
also contribute significantly to the model’s ability to detect fraud. 

The similarity in performance between the two models raises an important 
question about the relative advantages of Random Forest versus Gradient 
Boosting. While both algorithms perform admirably, Gradient Boosting may be 
preferable in situations where complex, non-linear relationships between 
features need to be captured. Random Forest’s strength lies in its robustness 
and scalability, making it a better choice for larger datasets or when 
interpretability and feature importance are critical. 

Model Performance Visualizations 

Effective model evaluation goes beyond raw accuracy figures. Visual tools such 
as ROC curves, feature importance plots, and bar charts provide a clearer 
understanding of how well a model performs and the underlying factors that 
influence its decisions. In this section, we present various visualizations to 
illustrate the results of the Random Forest and Gradient Boosting models, 
offering insights into their performance and feature significance. 

The Receiver Operating Characteristic (ROC) curve is one of the most widely 
used metrics for evaluating the performance of classification models, 
particularly in imbalanced datasets such as fraud detection. It provides a visual 
representation of the model's ability to distinguish between the positive class 
(fraudulent transactions) and the negative class (legitimate transactions) across 
all classification thresholds.  

The ROC curves for Random Forest and Gradient Boosting models reveal that 
both models perform admirably, with high True Positive Rates (TPR) and low 
False Positive Rates (FPR). As depicted in the plot, both models consistently 
outperformed the diagonal line (which represents random guessing), with 
Random Forest achieving an AUC of 0.958 and Gradient Boosting achieving an 
AUC of 0.949. The AUC (Area Under the Curve) metric confirms that Random 
Forest slightly edges out Gradient Boosting, although both models exhibit strong 
discrimination power for identifying fraudulent transactions. 

The plot effectively demonstrates the models' high ability to differentiate 
between fraudulent and legitimate transactions, with Random Forest showing a 
slightly sharper rise in the True Positive Rate as the False Positive Rate 
increases, suggesting better overall performance in terms of balancing 
sensitivity and specificity. 

Feature importance is another crucial aspect of model evaluation, particularly 
for decision-tree-based algorithms like Random Forest and Gradient Boosting. 
Understanding which features drive the model’s predictions can provide insights 
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into the underlying patterns of fraud, guiding both model refinement and 
practical applications in fraud detection systems. 

 

Figure 2 Feature Importance Plot 

The feature importance plot shows the relative importance of each feature in 
predicting fraudulent transactions for both models. Notably, Random Forest and 
Gradient Boosting agree on several key features. The 
amount_orig_balance_ratio, which measures the relative size of a transaction 
compared to the originating balance, stands out as the most important feature 
for Random Forest, with an importance score of 0.452. Similarly, 
newbalanceOrig and oldbalanceDest are important in both models, highlighting 
the significance of balance-related features in detecting fraud. 

However, subtle differences in feature importance emerge between the models. 
For Random Forest, the amount_orig_balance_ratio is paramount, reflecting its 
ability to detect outliers based on the transaction amount relative to the available 
balance. In contrast, Gradient Boosting places more emphasis on the 
newbalanceOrig and oldbalanceDest features, suggesting that the model 
prioritizes the balances before and after a transaction to identify potential fraud. 
These differences underscore the complementary strengths of the two models, 
with Random Forest excelling in capturing overall transaction patterns, while 
Gradient Boosting focuses on transaction dynamics between account balances. 

In addition to feature importance, the bar chart of transaction types provides a 
visual representation of how different types of transactions contribute to the 
model's decisions. As seen in the chart, CASH_OUT and TRANSFER are the 
most frequent transaction types, indicating their potential to be more susceptible 
to fraud. These types often involve large amounts being moved between 
accounts, which aligns with the findings from the feature importance analysis, 
where transaction amounts and balances were found to be significant predictors 
of fraud. 

The visualized distribution of transaction types reinforces the importance of 
incorporating such features into fraud detection models, as certain transaction 
types may inherently involve higher risks and be more prone to exploitation by 
fraudsters. 

Insights and Patterns 
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Throughout the exploratory data analysis (EDA) and model evaluation, several 
compelling patterns emerged that provide valuable insights into the nature of 
fraudulent transactions and the effectiveness of machine learning models in 
detecting them. The most striking patterns relate to the relationship between 
transaction amounts, balance ratios, and the transaction type. These elements 
have consistently demonstrated their importance across the various machine 
learning models employed, particularly Random Forest and Gradient Boosting, 
which identified them as the top contributing features for detecting fraud. 

One of the most significant findings lies in theamount_orig_balance_ratio, a 
feature that captures the relative size of the transaction in relation to the original 
balance. This feature ranked highly in both models, emphasizing its importance 
as a distinguishing factor between fraudulent and legitimate transactions. 
Fraudulent transactions often involve unusually large amounts relative to the 
originating balance, a characteristic that stands out even in highly imbalanced 
datasets. The presence of this feature as the most important for both Random 
Forest and Gradient Boosting models aligns with insights from prior studies, 
which have shown that fraudsters frequently engage in large, anomalous 
transactions to exploit system vulnerabilities [28]. 

The analysis of transaction types further reinforced the importance of context in 
fraud detection. CASH_OUT and TRANSFER transactions were observed to 
have a higher likelihood of being fraudulent compared to other types, such as 
CASH_IN or PAYMENT. This pattern underscores a crucial aspect of fraud 
detection: transaction behavior plays a pivotal role in identifying anomalies. 
Fraudulent activities often involve large sums being moved between accounts 
or withdrawn quickly, making certain transaction types more prone to 
exploitation. This observation could inform future fraud detection strategies, 
suggesting that heightened scrutiny should be placed on these specific 
transaction types, particularly when large amounts are involved. 

Despite the overall strong performance of both models, some nuanced insights 
emerged from the evaluation metrics and visualizations. Both Random Forest 
and Gradient Boosting exhibited excellent precision and recall for classifying 
legitimate transactions (class 0), achieving nearly perfect classification for non-
fraudulent instances. However, the recall for fraudulent transactions (class 1) 
highlighted an area for improvement, as both models exhibited a slight but 
notable drop in sensitivity, with recall values of 0.92. This suggests that while 
the models are generally adept at identifying fraudulent transactions, they do 
miss a small fraction, which could have substantial implications in high-risk 
environments. 

Interestingly, the feature importance plots revealed subtle differences between 
the two models. While both Random Forest and Gradient Boosting prioritized 
balance-related features (e.g., `newbalanceOrig` and `oldbalanceDest`), 
Gradient Boosting placed slightly more emphasis on these balance features, 
while Random Forest highlighted theamount_orig_balance_ratio as its primary 
predictor. This difference suggests that Gradient Boosting’s iterative learning 
process may better capture the transactional dynamics between accounts, 
while Random Forest benefits from its feature aggregation strategy, which can 
effectively handle multiple predictors and mitigate overfitting. 

These insights point to several important implications for fraud detection 
systems in real-world applications. First, the emphasis on transaction amounts 
relative to the originating balance suggests that models should incorporate ratio-
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based features into their fraud detection systems. By focusing on these ratios, 
fraud detection systems could more effectively identify outlier transactions that 
deviate significantly from typical transaction patterns. This could help reduce 
false negatives—where fraudulent transactions are misclassified as legitimate. 

The importance of transaction types in distinguishing fraud further emphasizes 
the need for a dynamic fraud detection system that can adapt to transaction 
patterns. Fraud detection algorithms should not only focus on the amount and 
balance of transactions but also consider contextual features, such as the type 
of transaction and its historical patterns. For example, transactions labeled as 
CASH_OUT or TRANSFER should trigger additional scrutiny, particularly when 
they involve large amounts or accounts with low balances, as these conditions 
frequently correlate with fraudulent activity. 

Furthermore, while both Random Forest and Gradient Boosting demonstrated 
strong performance in terms of AUC andF1-score, the slight gap in recall for 
fraudulent transactions suggests that class imbalance remains a persistent 
challenge in fraud detection. Addressing this imbalance—possibly through 
resampling techniques like SMOTE or by using cost-sensitive learning 
methods—could further enhance the model’s ability to detect fraud, particularly 
in cases where fraud is rare but potentially devastating. By improving recall 
without sacrificing precision, fraud detection systems could become even more 
reliable and minimize the financial impact of fraudulent activities. 

Lastly, the observed feature importance rankings offer a roadmap for ongoing 
model optimization. Fraud detection systems can be fine-tuned by focusing on 
the most predictive features, particularly the ratios between amounts and 
balances, while considering the possibility of incorporating more dynamic, 
evolving features as fraudsters adapt their tactics. Continuous model retraining, 
as seen with the success of Gradient Boosting, can ensure that the system 
stays effective as new fraud patterns emerge over time. 

Conclusion 

This study evaluated the effectiveness of two powerful machine learning 
algorithms—Random Forest and Gradient Boosting—in detecting fraudulent 
transactions within a dataset of online financial transactions. Both models 
demonstrated high performance, with Random Forest slightly outperforming 
Gradient Boosting in terms of AUC and achieving near-perfect accuracy in 
classifying legitimate transactions. However, both models showed similar 
performance in identifying fraudulent transactions, achieving precision and 
recall scores that highlight their strengths in handling imbalanced datasets 
typical of fraud detection tasks. 

The ROC curve analysis and classification metrics, includingF1-score and 
accuracy, indicated that both algorithms effectively balanced the trade-off 
between detecting fraudulent transactions and minimizing false positives. The 
feature importance analysis further emphasized the role of key features such as 
transaction amounts relative to balance and transaction type in detecting fraud. 
These findings suggest that both Random Forest and Gradient Boosting are 
viable choices for fraud detection in financial systems, with their ability to handle 
complex, high-dimensional data being a significant advantage. 

The integration of machine learning algorithms like Random Forest and 
Gradient Boosting into fraud detection systems has profound implications for 
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cybersecurity laws and regulations. As the volume and sophistication of online 
transactions continue to grow, ensuring that digital financial systems are secure 
from fraudulent activities becomes increasingly critical. Effective fraud detection 
can significantly reduce the financial losses that individuals and institutions 
suffer due to cybercrimes, thus contributing to the overall integrity of online 
financial ecosystems. 

In the context of cyber law, robust fraud detection systems can aid in the 
enforcement of regulations aimed at protecting consumer data and preventing 
financial crimes. For example, regulations such as the General Data Protection 
Regulation (GDPR) in the European Union, and similar policies in other regions, 
require that companies take appropriate measures to safeguard personal and 
financial information. By incorporating machine learning-based fraud detection, 
companies can demonstrate their commitment to compliance with such laws, 
enhancing consumer trust in digital platforms. Furthermore, these detection 
systems may serve as a preventive measure, reducing the volume of fraudulent 
activities that necessitate legal intervention. 

While the results of this study provide valuable insights into the effectiveness of 
Random Forest and Gradient Boosting for fraud detection, there are several 
limitations to consider. First, the class imbalance present in the dataset, where 
fraudulent transactions make up a very small fraction of the total transactions, 
remains a challenge. Although both models handled this imbalance well through 
stratified sampling and performance metrics likeF1-score and AUC, future 
studies could explore resampling techniques or cost-sensitive learning to further 
enhance detection performance for rare events like fraud. 

Second, the lack of external validation is a notable limitation. The models in this 
study were evaluated using a single dataset, which, while comprehensive, may 
not fully represent the variety of fraud tactics deployed in real-world scenarios. 
External validation using data from different sources, industries, or even 
different time periods could provide a more robust evaluation of the models’ 
ability to generalize to unseen fraud cases. 

Future research could explore a variety of directions to improve fraud detection 
and its integration into cybersecurity frameworks. One promising avenue is the 
exploration of additional machine learning algorithms that may handle class 
imbalance more effectively or capture different patterns of fraud. Deep learning 
techniques, such as neural networks and autoencoders, could be particularly 
useful for detecting more complex fraud schemes, as they can learn intricate 
patterns from large datasets without requiring extensive feature engineering. 

Another avenue for future research lies in the integration of additional data 
sources. For instance, incorporating behavioral biometrics, such as user login 
patterns, IP addresses, and geolocation data, could help enhance the models' 
ability to detect fraud in real-time. Furthermore, collaboration between financial 
institutions, law enforcement, and regulatory bodies could lead to the 
development of more comprehensive fraud detection systems that incorporate 
both transaction data and legal frameworks to prevent and respond to 
cybercrimes more effectively. 
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